Combining Bat Algorithm with angle modulation for Graph Coloring Problem
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Abstract—Bat algorithm (BA) is one of the most recent bio-inspired algorithms. It is based on the echolocation behavior of microbats. The standard BA is proposed only for continuous optimization problems. In this paper, a binary bat algorithm has been developed and implemented to solve the graph coloring problem. To show the feasibility and the effectiveness of the algorithms, we have used the DIMACS benchmark, and the obtained results are very encouraging.
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I. INTRODUCTION

The Graph Coloring Problem (GCP) is one of the most interesting, studied and difficult combinatorial optimization problems. The GCP consists in coloring each vertex of a given graph by using a minimum number of colors called chromatic number [1], so that no two adjacent vertices are colored with the same color. Unfortunately, GCP has been shown to be NP-hard [2], hence, several approaches were developed to handle this problem, that we can classify into three classes; exact approaches, heuristic approaches and metaheuristics approaches. There exist quite a few exact approaches for this problem; they are generally based on the implicit enumeration algorithms [3], as well as branch-and-bound algorithm and its variants [4, 5]. On the other hand, the constructive approaches have been widely proposed to solve the graph coloring problem. The constructive approaches progressively build the solution, in this category we can cite the algorithm developed by Welsh and Powell [6], the degree of saturation (DSATUR) [7], and the recursive largest first algorithm (RLF) [8]. Moreover, many kinds of metaheuristics and their hybridizations have been used to solve GCP like the tabu Search of Hertz and de Werra [9], Simulated annealing suggested by Johnson et al [10], genetic algorithms [11], ant colony [12], variable neighborhood search VNS [13], Variable Search Space VSP that is an extension of the VNS [14], a memetic algorithm by Zhipeng and Jin-Kao Hao [15], a hybrid Artificial Bee Colony Algorithm for Graph 3-Coloring[16], etc.

Unlike other evolutionary algorithms, the BA does not use any evolution operators (crossover or mutation) to generate new solutions through the search process. Instead, the BA is based on cooperation and communication between individuals of the population. In fact, each bat adjusts its flying in the search space according to its companions’ flying experience and its proprieties. The BA has many advantages, and one of the main advantages is that it can balance between the diversification and intensification strategies by adjusting parameters when the global optimality is approaching.

Initially, the BA has been developed to optimize continuous non-linear functions [17,18]. Actually, the algorithm has become a popular bio-inspired algorithm. It has successfully been applied solve a large variety of problems [19]. Accordingly, a few good variants of bat algorithm have been attempted to enhance the performance of the original algorithm. [20] have presented a K-Means Bat Algorithm for efficient clustering,[21] have also introduced a Fuzzy Logic Bat Algorithm for clustering problems.[22] have achieved very good results with their modified bat algorithm to detect phishing web pages.[23] have incorporated differential operator and Lévy flights with the basic concepts of the BA to solve function optimisation problems.[24] have provided a new chaotic bat algorithm to carry out parameter estimation in dynamic biological systems and more other applications [19].

The conventional BA had been impossible to exploit it to solve discrete problems until 2012, when [25] introduced the first binary version of bat algorithm (BBA) to solve feature selection problems. In fact, BBA has been proposed as an heuristic algorithm to improve optimum path forest (OPF) and to deal with any classification technique. The authors have kept the same structure of the original algorithm. Since, they have transformed the bat position obtained by BA in a binary solution using the sigmoid function. This transformation is used in both global and local search strategies.

The present study was designed to investigate the use of the BA to deal with the GCP. The main features of the proposed approach consist in adopting a binary representation of the search space and using an angle modulation in order to generate binary values.
The remainder of this paper is organized as follows. In section 2, a formulation of the tackled problem is given. In section 3, the bat algorithm is presented. In section 4, the proposed method is described. Experimental results are discussed in section 5. A brief discussion is presented in section 6. Finally, conclusions and future work are drawn.

II. PROBLEM FORMULATION

The GCP is a well-known combinatorial problem, and important task in solving many real problems such as the frequency assignment problem [26], crew scheduling [27], register allocation [28], etc. A graph is k-colorable if and only if it can be colored using k colors. Formally, a k-coloring will be represented by a set \( S = \{C(v_1), C(v_2), ..., C(v_n)\}\) such as \( C(v_i)\) is the color assigned to the vertex \( v_i\). If for all \( (u, v)\in E\), \( C(u) \neq C(v)\), then \( S\) is a legal k-coloring; otherwise, \( S\) is an unfeasible k-coloring. In the optimization version of the graph coloring problem, the principal objective is to minimize the total number of colors used to color a given graph.

Formally, the graph coloring problem can be formulated as follows:

Given a k-coloring \( S = \{C(v_1), C(v_2), ..., C(v_n)\}\) with the set \( V = \{v_1, ..., v_n\}\) of vertices, the evaluation function \( f\) counts the number of conflicting vertices produced by \( S\) such that:

\[
f(S) = \sum_{(u,v)\in E} \delta_{uv}.
\]

Where:

\[
\delta_{uv} = \begin{cases} 1, & \text{if } C(u) = C(v) \\ 0, & \text{otherwise}. \end{cases}
\]

By consequent, a coloring \( S\) with \( f(S) = 0\) corresponds to a feasible k-coloring.

III. BAT ALGORITHM

In order to solve complex problems, ideas gleaned from natural mechanisms have been exploited to develop heuristics. Nature inspired optimisation algorithms have been extensively investigated during the last decade paving the way for new computing paradigms. The ultimate goal is to develop systems that have ability to learn incrementally, to be adaptable to their environment and to be tolerant to noise. Several nature inspired optimisation algorithms were developed in the last decade such as Neural Networks [29], Particle Swarm Optimization [30], Ant Colony Optimization [31], Artificial Plant Optimisation Algorithm[32], Gravitational Search Algorithm[33], etc. One of the recent developed bioinspired algorithms is the Bat Algorithm [17] which is based on the echolocation behaviour of microbats. BA is a new metaheuristic that simulates some echolocation characteristics of microbats to find prey; it is based on three idealized rules [17]:

1. All bats use echolocation to sense distance, and they also ‘know’ the difference between food/prey and background barriers;
2. Bats fly randomly with velocity \( v_i\) at position with a fixed frequency \( f_{\text{min}}\), varying wavelength \( \lambda\) and loudness \( A_0\) to search for prey. They can automatically adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse emission \( r \in [0, 1]\), where 0 means no pulses at all, and 1 means the maximum rate of pulse emission.
3. The loudness can vary from a large (positive) \( A_0\) to a minimum constant value \( A_{\text{min}}\).

The basic pseudo code of bat algorithm is summarized in Figure 1.

![Figure 1. Pseudo-code of the bat Algorithm.](image-url)

The technique is initialized with a swarm of bats collaborate together during the process to find the best solution(s). Each individual bat \( x_i\) is determined by five properties: a current position in search space \( x_i\), a current velocity \( v_i\), a pulse rate \( r_i\), a loudness \( A_i\) and a frequency \( f_{\text{r}}\).

During the research, all bats will move toward the best solution(s). Consequently, each bat updates its position and its velocity using the following equations:

\[
f_{\text{r}} = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \beta
\]

\[
v_i = v_i + (x_i - x) \cdot f_{\text{r}}\]

\[
x_i = x_i + v_i
\]

Where \( \beta \in [0, 1]\) is a random vector drawn from a uniform distribution and where \( x\) is the current global best solution which is located after comparing all the solutions among all the n bats.

The update of the velocities and positions of bats have some similarity to the procedure in the standard particle swarm optimization (PSO) [34] as \( f_{\text{r}}\) essentially controls the pace and range of the movement of the swarming particles. To a degree, BA can be considered as a balanced combination of the
standard PSO and the intensive local search controlled by the loudness and pulse rate.
For the local search part, once a solution is selected among the current best solutions, a new one for each bat is generated locally using a random walk:

\[ x_{\text{new}} = x_{\text{old}} + \epsilon A_i^t \]  

(6)

Where \( \epsilon \in [-1, 1] \) is a random number, \( x_{\text{old}} \) is one of the best current position, \( A_i^t = \langle A_i^t \rangle \) is the average loudness of all the bats at this time step.

During the flying process, each bat \( i \) updates its loudness value and its emission pulse rate \( r_i \), whenever it finds a new best solution. The updating process is performed as follow:

\[ A_i^{t+1} = \alpha A_i^t \]  

(7) 

\[ r_i^{t+1} = r_i^t [1 - \exp(-\gamma t)] \]  

(8)

Where \( A_i^{t+1} \) and \( r_i^{t+1} \) are the new parameters of the bat \( i \) in the next generation \((t+1)\), \( \alpha \) and \( \gamma \) are constants, generally \( \alpha = \gamma \) and the initial values \( A_i^0 \) and \( r_i^0 \) are chosen randomly.

IV. THE BINARY BAT ALGORITHM FOR GRAPH COLORING PROBLEM

The original BA algorithm is based on the echolocation behavior of microbats, and it operates in continuous search space. Consequently, BA algorithm gives a set of real numbers as a solution of the handled problem. However, a binary optimisation problem needs a binary solution and the real solutions are not acceptable, because they are considered as illegal solutions. Therefore, the solutions must be converted from real values to binary values. In the aim to extend the BA algorithm to discrete binary areas, several binary versions of the Bat algorithm have been introduced: we cite: binary bat algorithm for feature selection [35], discrete binary bat algorithm for multidimensional knapsack problem [36].

In this paper, the graph coloring problem is modeled as a binary problem Fig. 2 and solved by using a binary bat algorithm which limits the new bat’s position to only binary values using the angle modulation.

A. Binary Representation of Graph Coloring Problem

The main objective of the BA is to deal with the binary optimisation problems. Therefore, we need to map the graph coloring solution into a binary representation that could be manipulated by BA. So, the graph coloring solution is represented as binary Fig. 2 satisfying the following criteria:

- For a graph of \( n \) nodes and \( k \) colors, the size of the binary matrix is \( k \times n \).
- The columns represent the nodes and the rows represent the colors.
- The presence of 1 in the position \((i, j)\) indicates that the node \( j \) colored with the color \( i \).
- In each column there is a single 1, i.e. the node is colored with one color.

Figure 2. Binary representation of the solution

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

The main feature of binary bat algorithm is to transform the matrix \( x \) which represents the solution from real search area to binary search area, and consequently obtain the binary solution representation. To meet this need, the angle modulation is used to convert the real solution produced by the continuous bat algorithm to binary solution \( x^t \) as follows:

\[
S(x_{id}^t) = \sin(2\pi x_{id}^t \cos 2\pi x_{id}^t))
\]

(9)

Where \( S(x_{id}^t) \) represents the bit string generated by the function.

To obtain the binary position \( x_{id}^t \), we have replaced (5) by (9 and 10). In these equations, \( d=1 \ldots D \) where \( D \) is the problem dimension.

\[
x_{id}^t = \begin{cases} 
1 & \text{if } S(x_{id}^t) > 0 \\
0 & \text{otherwise} 
\end{cases}
\]

(10)

For the local search part, we have replaced (6) by (11, 12).

\[
S(cA^t) = \sin 2\pi e A^t \cos 2\pi e A^t
\]

(11)

\[
x_{\text{new } i}^t = \begin{cases} 
1 & \text{if } S(cA^t) > 0 \\
0 & \text{otherwise} 
\end{cases}
\]

(12)

B. Constructive Heuristic for Generating the Initial Population

For generating the initial population, we have used a modified version of the constructive RLF algorithm proposed in [38], which colors the vertices one node at a time, in the following greedy way:

Let \( NcI \) to be the next color to be assigned. \( Y \) the set of uncolored vertices that can be assigned to the color \( NcI \), and \( B \) the set of uncolored vertices that cannot be assigned to the color \( NcI \).

- If \( NcI > k \) then the remaining nodes will be colored randomly using the set of colors \( \{1, 2, \ldots, k\} \).
- Otherwise, choose the first vertex \( v \in Y \) randomly, color \( v \) with the color \( NcI \), and move its neighbors included in \( Y \) from \( Y \) to \( B \).

C. Outlines of The proposed Algorithm

Now, we describe how the angle modulation function has been embedded within a bat algorithm to obtain a binary solution to the graph coloring problem.
Like any other population-based meta-heuristics, the first step in the developed algorithm called AMBCOL (Angle Modulated Bat algorithm for graph COLORing problem) involves setting the parameters for the algorithm. In fact, this is one of the main challenges in getting the algorithm to run in optimum way. In AMBCOL, all parameters are initialized randomly in their intervals shown in Fig.3 except the bat positions which are initialized by using the RLF algorithm [38] for the aim of generating feasible solutions with certain quality and diversity.

AMBCOL progresses through a number of generations according to the BA dynamics. At each iteration, the following main tasks are performed. A new population is generated using the formulas (3), (4), (9) and (10). The next step is to evaluate the new solutions by using the number of edge violated as objective function.

For each bat i, one solution among the best ones is chosen randomly $X_{vid}$ according to the pulse emission rate $r_i$. The selected individual is transformed locally using (11) and (12) for the aim of finding a new improved solution $X_{new}$ to replace the current position $X_i$ and to replace the best global solution found so far. Subsequently, a new random solution $X_{random}$ is generated. If the new solution is better than the best global solution then it can replace it according to the acceptance rate measured by the loudness value $A_i$. Whenever a new solution is accepted, the rate of pulse emission and the loudness of the current bat are updated using the formula (7) and (8).

Eventually, the current best global solution is kept for the next generation and the evolutionary process continues. If a feasible k-colouring is found the number of colours k will be reduced by one, and the procedure will be iterated until a legal k-colouring cannot be found after a stopping criterion is met. In more details, the proposed AMBCOL can be described as in Fig. 3.

V. IMPLEMENTATION AND VALIDATION

BA for graph coloring problem (AMBCOL) is implemented in Matlab 7.9 with Intel core i3 processor and 4 GB of memory. To assess the efficiency of our approach, a set of standard DIMACS benchmark have been used. The results are given in Table1. The first column is the name of the instance, the second column contains the number of vertices, the third contains the number of edges, the fourth column contains the chromatic number, the fifth column contains the results of our approach (AMBCOL), and the sixth column contains the results of the heuristic used for generating the initial population [38], and the final columns contain the results of two genetic algorithms proposed in [39] and [40]. Finally, Friedman test is used to compare statistically the results found. According to table 1, the AMBCOL was able to reach the optimum in 11 cases out of 13. For the graphs queen6_6 and miles500 the difference was only one.

The statistical Friedman test of Fig. 4 represents a comparison of Exact, BBcol,initPop,GA[39],PGA[40].

First, there are clear differences between the proposed approach and the best solutions given by the randomized constructive heuristic InitPop, Moreover, compared to GA and PGA, AMBCOL has the same performances to the PGA and comparable results to GA algorithm which has managed to obtain the optimal results through using a more sophisticated specific operators.

![Figure 3. Pseudo-code of the binary bat algorithm.](http://www.uni-soukahras.dz/en/publication/article/415)
To validate its performances, the proposed algorithm has been tested on different instances of the GCP. Experimental results have shown the effectiveness of our approach. This effectiveness can be explained as follows.

The bat algorithm is a powerful algorithm that based on three search strategies: the global search, the local search and the random search strategies. These latters are executed sequentially with a given probabilities controlled by the bat parameters (the emission pulse rate and the loudness). The global and the random strategies allow the algorithm to explore the different regions of the search space while the local strategy helps it to find the best solutions in the current regions. Moreover, the dynamic change of the bat parameters during the flying search allows algorithm to balance between intensification and diversification properties.

VII. CONCLUSION

In this work, we have presented a discrete binary version of bat algorithm for the graph coloring problem called AMBCOL. The main contributions of our approach are: the definition of a new binary representation for the graph coloring solution, the use of a modified Binary Solution Representation operation to avoid the infeasible solution, and the use of a modified RLF to create the initial solution. The approach has been thoroughly assessed with different instance types and problem sizes taken from the DIMACS benchmark. The proposed algorithm reduces efficiently the population size, and the number of iterations to have the optimal solution. However there are several issues to improve our algorithm, it is better to integrate a local search method like tabu search in the core of the algorithm.
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